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1 Introduction

“Contagious distribution” is named for the probability distribution of the
sum

(1) SN=Xpo+ X1+ Xo+...+ XN

where, X, for n = 0,1,2,... is the random variable and the number N is
also a random variable. A well known example of the contagious distribution
is following; Let X7, X3, ... be random variables with the Bernoulli distribu-
tion with p = Pr(X; = 1) for i = 1,2,... and let N be the variable following
Poisson distribution with the mean Athen the sum X; + X5 + ...+ Xy dis-
tributes as Poisson distribution with mean pA.

This type of the contagious distribution, i.e., the number variable N is dis-
tributed as Poisson distribution is referred as “Poisson-stopped-sum
-distribution”. The significance of this type of distribution resides in the
infinite divisibility by discrete distributions. There are already works on the
Poisson-stopped-sum-distribution for the case that the number variable NV as
well as X-variables are discrete types in [1],[2] and (3].

Kanazawa developed the Poisson-stopped-sum-distribution for the case the
X-variables are continuous as governed by a Normal distribution, and ana-
lyzed an archeological human bone data [4].

In the present paper to make the application of the contagious distribution
feasible, we provide expressions for combinations of two distributions, that of
the number variable N other than Poisson distribution and that of continuous
X-variables of other than Normal distribution.
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2 Method and Basic Distributions

We consider here the four contagious distributions that are obtained by two
types of stopped-sum-distributions and two types of continuous distributions,
which are interested in practical viewpoints. Those are Poisson distribution
and Binomial distribution for the random variable N, i.e.

(Po) Poisson-stopped-sum-distribution
(Bi) Binomial-stopped-sum-distribution (we call it by this name
in this paper)

and the X -variables follow to

(N) Normal distribution
(G) Gamma distribution.

Notations

We deal with the following probability distributions. For the stopped-sum-

distributions (Po) and (Bi) are as follows.

Po(A) (A > 0) is the Poisson distribution on n = 0, 1,2, ... with the density
)\n

p(n) = — exp(—A)

and
B(n,p) (n > 1,0 < p < 1) is the Binomial distribution on k£ = 0,1,...,n
with the density

n

o=} )t =10,

For the based distributions are followings.
N(p, o?) is the Normal distribution on z € R with the density

p(x) = ! ex (-—~($ —
Py = Vore? P 202

)

and
G(a,B) (a > 0,8 > 0) is the Gamma distribution on z € [0,00) with the
density

B
o exp(—ax) .

S

Those four contagious distributions are represented by following three terms.
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(1) the density function
(2) the moment generating function
(3) moments.

It happens that we can not observe the Xy-variable itself in many practical
works. For this case we propose to treat the Xy-variable by using Dirac’s
delta function dp(z) . Those are given in Case S; n . The density function
Sy itself of (1) is given in Case Sp n.

Random variable N follows a Poisson-stopped-sum-distribution in the fol-
lowing 2.1 and 2.2 and a Binomial-stopped-sum-distribution in the following
2.3 and 24.

2.1 The contagious distribution based on N(u,o?) for
the stopped-sum (Po)

2.1.1 Case S| n

The density is given by

@) file) = expl(-Nin(e) + 3~ 77 exp(=Y) Zms expl~ T

with Dirac’s delta function dp(z) at = 0. The moment generating function
is

(3) M;(8) = exp(Aexp(ub + -(I;GQ) - ).

We set o

(4) My = /;oo " fi(x)de n>1

(5) = [ (@-m)fhl@)de n>1.
From differentiating (3), we obtain

(6) my = Al

(7) mg = (Ap)? + Mt + Ao

(8) ma = (Ap)® + 3Au(Ap? 4+ Ao?) + 3apo? + A\
Since

Vo = Ty — mf
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vy = mg — 3mymsg + me

we have
(9) vy = Ap? + Ao?
(10) vy = Ap(p? + 30%) .

By (6),(9) and (10), we have
vap = my (i + 0®)
v3 = my(p? + 30?) .
Hence p is the solution of
2m1/12 —3vp+vy3=0.

Then p is determined by m;, my and m3. Hence ,by (6) and (9) ,A and o?
are determined by my, my and ms.

If 4 = 0 then m; = m3 = 0. Hence A and 02 are not determined. In this
case we consider my and my,

my = Ao?
my = 3A(1 + A)o?
and we get

2

5 = 3msj

My — 33
2

3m2

Hence X and o? are determined by mg and my .

2.1.2 Case S()’N

Since the density is given by

)= S &ex - —~——~—-—~—~—1 ex ~(:B—(n+1),u,)2
(11} f?( ) nz::() nl p( >‘) 27r(n+1)02 p( 2(7’L+1)0’2 ) ’
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the moment generating function is

2
(12) My (8) = exp(uf + Z-6°) My (6)
We set o
(13) o= [ fola)de n1
(14) —/ (x — )" folzx)dr n>1.
Expanding the both sides of (12) , we get

1!

where m,,,n > 1 are determined by (4).
Then we have

(16) p1 =my+ p

(17) py = my + 2pmy + p’ + o

(18) ps = g + 3pmy + 3(p? + o%)ymy + 1 4 3uc’
Since

Vg = Ha — /L%
V3 = g — Spuphp + 2043

we obtain
(19) vy = wvyta’
= M2+ AP+ by (9)
and
(20) vy = U3

= Ap(p? +30%) by (10).

By (6) , (16) and (19) we have
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o? = 'u‘(l/2 — pp+ )
2!

and from (20) we obtain

(21) vapy = plpy — p)(3vy — 2 pu + 3%) .

Since u is the solution of (21),u is determined by py, po and ps. Then A and
o? are determined by 1, ps and ps.

If 4 = 0 then y; = p3 = 0. Hence A and ¢? are not determined. In this case
we consider o and g,

Ho == (1 + )\)(72
pa = 3(A* +3X + 1)o*

and A is the solution of
(g — 35)A? + (2pa — Qi) A + (1a — 3p13) = 0 .

We obtain A and o2 by p, and py .

2.2 The contagious distribution based on G(a, () for
stopped-sum (Po)

2.2.1 Case S n

Since the density is given by

0 A" anﬁ
— _ - _ ng—1 -
(22) @) = exp(-N)iole) + 3 Ty exp(-N) e expl(—a)
the moment generating function is
(23) Mi(B) = exp(A(1~ )~ )
_ & ﬁ +n-—1 4 n
= e X (T ).

We set o
(24) My = / 2" fi(z)dr n>1
0
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(25) Uy = /Ooo(a: —my)"filz)dr n>1.
From differentiating (23) ,we obtain
AS AB(B+1
(27) my = (“a—)Q + —%;2—*")"
= mf -+ my f+1
A A8, AB(B+1 A 1 2
(28) mg = (§)S+3(£)( ﬁ(i:_ ))+ ﬁ(ﬁ+a3(ﬁ+ )
= m +3m%ﬁ+1 +my 6+ 1)(2[3+2) .
a o

Since
Vg = My — m‘f

Vg = Mg — 3Mms + Qm?

we obtain

1
(29) Vg = mlﬁ +
«
741 2
o
By (29) we have
B+1 v
a  my
Then from (30) we have
(212
vy = vy(— + —
s= g
and
mity
o=
mivg — 1,75

Hence,by (26) and (29), «,5 and A are determined by my,my and ms.
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2.2.2 Case S()JV

Since the density is given by

51 o0 \n \ a(n+1)/3 (i 1)1
(31) falz) = n};o;;, exp(— )Wﬂ? exp(—az)
the moment generating function is
7
(32) My(6) = (1= =) Mi(0) .
We set o
(33) Hn, :/ " fo(x)dr n>1
0
(34) Up = / (x = )" folz)de n>1.
Jo

Expanding the both sides of (32) ,we get

e Hn o, > +n—1 f.., S My

@) 13— 3 (P a3 e
! n=1 n=1 )

where m,,,n > 1 are determined by (24). Then we have

(36) g =y + g

(37) fo =g + 2m1£ ﬁ(ﬁa+ 1)

(38) g = ma+ 3myl 43, SO FEF DD
a « o

Since

vy = py — 11}
vy = g — 3pipe + 24
we have

3
(39) vy = 7)2+L2

my

= ([3+1)+ﬁ by (29)

[3
,_((_)[

> by (36)

= W
Q
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and
2
(40) vy = w3+ —é
o g)<ﬂ+1><ﬁ+z) 25
s o? o3
by (30) and (36). Then we have
(41) B — maf+ wna? — pa =0
and
(42) B+ (3 — o)) B — 3o B+ (vr3a® — 2041) = 0 .
Since
B+ (83— aw)p® - 3amp+ (10> — 20u)
= (B+3)(8° — maf + 1no® — o)
+(apy — 1/2(12)[3 + apy + v3a’ — 3pal
we have . .

p — a
From (43) and (41), « satisfies

(44) (g — wma)(prza — via — piv)o? + (rsa? — 3vpa + py)? =0 .

Since « is the solution of (44) « is determined by p;, pg and pg. Then, by
(43),(26) and (36), § and A are determined by py,p0 and ps.

2.3 The contagious distribution based on N(u,o?) for
stopped-sum (Bi)

2.3.1 Case S n

Since the density is given by

(45)  fi(z) = q"o(= +k§:1< ) Wexp(”w),
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the moment generating function is

2
(46) Mi(B) = (q+pexp(ud + -6)"

o) 2
p 0% o\ k\n
k=1

n oo 2 ]
= 1+ ( " ) O £(,u@ + 0—92)’“)7 .
PN A il 2
We set ~
(47) My, = / 2" fi(z)de n>1
(48) Up = / (x —m)"filx)de n>1.
From differentiating (46),we obtain
(49) my = npy
(50) my = n(n—1)(pp)* + np(p* + 0*)

1 .
= nn m? + np(p? + o?)

G ma = (-1 — 2w’
+3n(n — Vpp(pp® + po?) + npp(p? + 30°)
(n=1)(n—-2) 4

+3my(n — Dp(p? + %) +my(p* + 30%) .

Since
Vg = Ty — Tn%
vg = 1Nz — 3mymsy + Zm?
we have )
(52) Vg = —Emf + np(p® + ?)

2 .
(53) vz = n—2m§ — 3pmy (p® + o) + my (1 + 307) .
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By (49) and (52) we have

ma
po=—
np
, _ npuy —qm3
7= n2p?
Then by (53) we have
(54) (nv3 +m3 + 3nmivg)p? — 3my(nvy +mp +2md =0,

Since p is the solution of (54),p is determined by n,m;, my and ms. Hence u
and ¢? are determined by n,my,my and ms.

If o = 0 then m; = 13 = 0. Hence p and ¢? are not determined. In this case
we consider mq and my,

My = npo?
my = 3np(1 + (n — 1)p)o*
and we have

9
3mj

~ nmyg ~ 3(n — 1)m3

o, nmg—3(n—1)m3

3nm2

Hence p and o2 are determined by n,my and my.

2.3.2 Case SO’N

Since the density is given by

I W P (el LR 0

the moment generating function is

(56) My(8) = exp(pf + -6*) My (6) -

(57) = / Y fo(n)de n>1
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(58) Up = /_O:O(J — )" folx)dr n>1.

Expanding the both sides of (56),we obtain

00 2 00

§ : Hn pn _ s § : Mn o
(59) 1 + 2 *770 = E‘Xp(,u@ + 792>(1 -+ e Fg ) )

where m,,,n > 1 are determined by (47).Then we have

(60) Hr = mp+pu
= (np+1)p by (49)

(61) po = g+ 2umy +p’+o?
= (L+np)*® + (1 +np)o® + npgu’
by (49) and (50),

(62) ps = g+ 3umy + 3(u? + oH)my + p’ + 3uo?
= (1 +np)’ + npg(3np + 4 — 2p))
+ 3uc®((1+ np)® + npq)

by (49),(50) and (51). Since
Vo = iy — 1]

vy = pg — g + 248

we obtain

(63) vy = (1+ np)o? + npgu’
and

(64) vs = p’npq(1 — 2p) + 3po’npq .
By (60) and (63) we have )

(65) p= nghlL 1

(66) o npqus;

- l+np (1+np)?
and from (64) we obtain

(67) v3(1+4 np)* = Buyvanpq(l 4+ np)® + pinpg(l — 2p — 2np +np?) .
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Since p is the solution of (67), p is determined by n, g, py and ps. Then p
and ¢? are determined by n, uy, o and .

If = 0 then pu; = u3 = 0. Hence p and ¢? are not determined. In this case
we consider po and iy,

pz = (1 +np)o
s = 31+ 3np +n(n — 1)p*)o*

and p is the solution of
pa(1+np)* = 3p5(1 + 3np +n(n — 1)p°) .

We obtain p and o2 by n,us and j4.

2.4 The contagious distribution based on G(a, ) for
stopped-sum (Bi)

2.4.1 Case SI,N

Since the density is given by

n k3
68 = q"0o(z) + L R e R ,
@) S =g+ (§ ) el
the moment generating function is
(69) My(0) = (q+p(1~—) oy
ad 3+A-1 0 i
— a+Yp ([ )(an
k=1
= > B+k—1\,0 .
Sy (1))
j=1 k=1
We set o~
(70) mn:/ 2" fi(z)dr n>1
0
(71) z;n:/oo(a:—ml)”fl(:c)dw n>1.
Jo

Differentiating (69), we obtain

(72) mp = npé
o
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‘ _ pBy BB +1)

(73) my = n(n— 1)(;‘) TP
= n- 1m%+ ﬁ+1m1
n
BB+ +2 pA (B +1
(74) ms = np ( a)3( ) + 3n(n — 1)~——«~(a—3———~—)
+mn—1xn—md%f
IRV BN R
o n o
+(n - l)gn - 2)m:l, .
n
Since
(75) vy = Mg — m’
(76) vz = mz — 3mymy + 2m?
we obtain ) 1
(77) vy = ——m? + b my
n «
3 1) . 1 2
(78) ng%m‘?»—(ﬁ_l_ )mer('(jJr )(25+ )ml.
n n o« o

Then by (72) and (77) we obtain

minp
Q = ey
Vanp — qing

2
_ my

—— .
vnp — qmy

Then from (78) we have

mi (nvy +mi)

2n2vZ + nmive + mi — n2myvs

Hence p,a and 3 are determined by n, mq,my and ms.
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2.4.2 Case S(),N

Since the density is given by

(79)  falo) = i ( % )pkqn 0B P exp(~ax)
=1 D((k+1)8) o

the moment generating function is

(80) M0) = (1= ) PML(0)

We set o

(81) o= [ fola)de n> 1
(82) vy = /Ow(x ) folz)dr > 1.

Expanding both sides of (80),we get

(83) 1+Z 9"_(1+Z([’+Z 1) 1+Z—eﬂ,

where m,,,n > 1 are determined by (70). Then we have

(84) Hy =M1 + g
(85) oy = my + zmﬁ ﬁ(ﬁaj 1)
(86) U3 = ms + 3m2g + 3m1ﬁ(ﬁa";" 1) 4 5(/5 + ]23(/3 + 2) .
Since
= p2 — piy

vs = g — By iz + 240

we obtain

(87) Ve = ’U2+—ﬁ-7

. ( )2+p(ﬁ+1) az

15
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by (72) and (77),

20
(88) vy = 1)3—}-—(;

— 2np3(ﬁ)3 . 3np2ﬁ2(i{:' 1) + 'npﬁ(ﬂ + 1)(ﬂ + 2) + g@

« a3 al

by (72) and (78). By (72) and (84) we obtain

5 m
a mnp+1°
Then from (87)
o ey
vo(np + 1) — npqui
2
Wnp +1)
90 = :
0 0 G+ 17 = s
From (88)

vsa® = —np(2p — 1)gB* + 3npgF* + 2(np +1)6 .

Hence p is the solution of
vapuy (np + 1) = —pinp(2p — Vg(np + 1)

+3uinpq(va(np + 1)* — pinpq) + 2(va(np + 1)* — pinpq)* .

Then p is determined by n, u, g2 and ps. Then by (89) and (90) ,a and 3
are determined by n, 1y, po and pg3.

3 Discussions

Mathematical probability expressions are obtained for the contagious distri-
bution in this paper that enable one to apply the distribution to the data
in practice. The moment’s expressions of the contagious distribution can
be readily applied by moments estimated by the data. An example of this
application is published somewhere else [4] for case S n.

The Poisson-stopped-sum-distribution has been mainly studied for the case
that X’s are discrete variables. This work has specific features in a view that
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it develops concrete expressions of the Poisson-stopped-sum-distribution for
the case that X’s are continuous variables, and that it further gives the
Binomial-stopped-sum-distribution for both cases that X-variables are dis-
crete or continuous.

For the cases of the Poisson and the Binomial-stopped-sum-distributions with
X-variable being discrete or continuous, moments expressions are calculated
in two forms, one distinguishes the case of number variable N = 0 from
N # 0 and the other does not. These two types of expressions may clearly
show the structure of the contagious distribution and may avoid one from
careless mistakes of the moments expressions when these are applied to prac-
tical data: sometimes the case of N = 0 is not taken into account for a
mistake.

The reason that we consider the Binomial-stopped-sum-distribution is that,
depending on the variable of N, the Binomial distribution may be more ap-
propriate than the Poisson distribution, for instance, for the case that the
size of IV is relatively small. The size of N must suggest important structure
of the data concerned.

In practical applications two types of continuous variables considered here
are useful, one from Gamma distribution and the other from Normal distri-
bution. The Gamma distribution may explain many data, because of having
as usual constraint X > 0 as many data does. The Normal distribution may
be significant in such a case that the data has a certain central standard
value from its internal structure of the data, and that actual occurrence of
X-variable appears symmetrically against this central standard value.
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