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Recently developed robotic mapping techniques enable the acquisition of large scale landmark

databases. This paper explores an approach for succinct landmark database, which memorizes a large

collection of point landmarks while allowing to random access the location of i-th landmark. Our

approach combines and extends three independent compression techniques: space coding (space fill-

ing curve), succinct representation (directly addressable variable-length codes), and exemplar-based

compression (Manhattan world exemplars). Experiments using real datasets evaluate effectiveness of

the presented techniques in terms of compactness, access speed, and accuracy of landmark database.

Key Words : landmark database, space coding, succinct representation, exemplar-based compres-

sion.

1. Introduction

Landmark database plays an important role in robotic
mapping and localization applications!'-.31 A landmark
database aims to memorize a large collection of locations
of point landmarks w.r.t. an environment map, while al-
lowing to random access the location of i-th landmark.
Classical data structures such as array of landmark loca-
tions allow a modern PC to memorize and random access
tens of millions of landmarks. However, it is impossible
to scale up to larger collection of landmarks, which is be-
coming available with recently developed robotic mapping
techniques.* This paper explores succict representation
of landmark database, i.e. compression of the data struc-
ture while preserving the random accessibility, in order to
enhance compactness, access speed, and accuracy of land-
mark database.

The problem explored in this paper might be partially
similar to the classical problem of point cloud compres-
sion in the field of point-based geometry. Many efforts
have focused on compact 3D representation of a given
point cloud while preserving details, by employing vari-
ous types of model-based representations (e.g. meshes,!
depth maps,!® primitives,l’! grammars,’®! patches,'”! hy-
brids!%) as well as point-based representations (e.g. spa-
tial subdivision,'!l predictive coding!'?)), although most

of existing techniques do not support the random acces-
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sibility. Model-based representations focus on simplifica-
tion and approximation of surfaces while preserving de-
tails, and do not aim to recover the original point cloud.
Point-based representations do not support random access
to the decompressed points. Predictive coding,!'?! where
points are predicted from previously coded neighbors, al-
ways relies on previous points in the encoded sequence.
Spatial subdivision,!'!! where connectivity information is
eliminated for compression, also needs to decode the en-

tire point set.

Our approach combines and extends three independent
compression techniques: space coding, succinct repre-
sentation and exemplar-based compression. The follow-
ing subsections briefly review individual techniques, and

describe our approach.

1.1 Space Coding

Space coding methods aim at linearization of higher di-
mensional (e.g. 3D) spaces using space-filling curves that
have several desirable properties,'3! (1) they pass through
each point in the space once and only once, (2) two points
that are neighbors in space are neighbors along the curve
and vice versa, and (3) easy to retrieve neighbor of a
point. In particular, we are interested in the Morton or-
der method, which uses bit interleaving of binary repre-
sentation of the individual i-th coordinates of the point.
Unlike other order methods such as Peano-Hilbert order,

Canto order as well as Spiral order methods, the Morton
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Figure 1: Overview of our approach. Top: Succinct representation, where the input pointset is directly encoded and

reordered using the Morton-difference-Gamma coding scheme, and directly addressable variable length encoded. Bottom:

Exemplar-based compression, where the input pointset is firstly split into those which belong to exemplar patterns and the

rest, and then the resulted pointsets are individually encoded, reordered, and succinctly represented. (a) Input pointset. (b)

A close-up. (c) Points belonging to the floor exemplar as well as wall exemplars. (d) Points belonging to non-exemplar

patterns.

order method has all of the following desirable properties,
(4) it supports easy converting between the 3D point lo-
cations and the curves, (5) it supports stable space order-
ing i.e. the relative order of the individual 3D locations is
maintained when the resolution is doubled or halved, (6)
it guarantees admissible curves, i.e. at every point on the
curve, at least one horizontal and one vertical neighbor of

each point have already been encountered.

It is reasonable to assume that difference-codes of
Morton code are small integers and compress well by
Gamma codes. Sucn an encoding strategy (Mor-
ton+difference+Gamma) has been already explored and
verified by!'*! in the context of constructing nearest neigh-

bor graphs.

1.2 Succinct Representation

We now address succinct representation of the Gamma
codes. A well-known difficulty in variable length coding
(e.g. Gamma code) is that it is not possible to access di-
rectly the i-th encoded element, since its position in the
encoded sequence depends on the sum of the lengths of the
previous codewords. A naive solution to random access a
variable-length encoded sequence is to regularly sample it
and store the positions of the samples in the encoded se-
quence, which introduces space and time penalty relying
on the sequence’s length. In contrast, succinct representa-
tion aims to save space cost close to information-theoretic
lower bound while allowing random access.

In particular, we adapt directly addressable variable

length codes, a succinct representation, recently devel-
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Figure 2: Exemplar extraction.
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oped in,[">! which consumes only exactly the same space
as the original encoded sequence, and also supports fast
random access as well as partial sums whose time costs

are independent from length of the sequence.

1.3 Exemplar-based Compression

We further consider exemplar-based compression of the
pointset’s representaton. Its basic idea is to exploit exem-
plar patterns of local point configuration, such as “walls”
and “trees”, which should repetitively appear in typical
natural scenes as well as in man-made environments. The
technique analyzes and detects repetitive patterns in the
input pointset, and replaces them with reference to a pat-
tern dictionary. The pattern dictionary is a set of exemplar
patterns, and could be learned on-the-fly in the input point
cloud, or given in advance in the case of general purpose

compressor.

In our approach, we extend the exemplar-based com-
First,

points are reordered in the acsending order of exemplar

pression scheme so as to allow random access.

IDs they belong, in order to eliminate the information of
examplar IDs. Second, points belonging to each exemplar

pattern are further reordered and encoded into a space fill-

ing code (denoted as local pointID), so as to allow random
access. In the above approach, overheads introduced by
exemplar patterns are composed of the dictionary as well
as parameters (e.g. size, location, shape) of each exem-
plar pattern. Points belonging to exemplar patterns com-
press well, since total length of their space filling curves
should be smaller than that of the input pointset. Other
points that do not belong to any examplar pattern are di-
rectly Morton-difference-Gamma encoded. Best compres-
sion ratio is achieved when all the input points belong to

exemplar patterns, and the overheads are practically small.

1.4 Contributions

This paper proposes a succinct representation of land-
mark database. We describe two different schemes in or-
der to facilitate various applications. The first scheme aims
to succinctly represent the landmark database in a loss-
less manner employing the techniques for space coding
and succinct representation. The second scheme aims at
further compaction of the landmark database in a lossy
manner combining the above two techniques with the
exemplar-based compression technique. In experiments,

we invetigate compactness of either scheme as well as ac-
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Figure 4: Encoding 2D exemplar.

cess speed and accuracy of the presented techniques using

real datasets.

2. Approach

2.1 Succinct Representation

The compression problem addressed in this paper takes
as input a sequence of NV + 1 point locations to be com-
pressed po, - - -, pn, and outputs a succinct representation
S(7) of the landmark locations and a sequence of pointIDs
(denoted as global pointIDs) 7o, - - -, ¢y of the original
point locations, so that S(4) returns location of the land-
mark with global pointID 3.

As aforementioned, our approach employs the Morton-
difference-Gamma encoding scheme. In detail, the in-
put points pg, ---, py are encoded into Morton codes
(Fig.3left), and reordered in Morton order «, - -+, ay
(Fig.3middle). Then, the Morton code sequence is en-
coded by difference coding A«; = «; — ;1 into a length
Aay (Fig.3right). Then, the differ-

ence code sequence is encoded into a sequence of Gamma

5 IN-

N sequence Aay, - -+,

codes 71, - -

Our scheme for succinct representation is an adaptation
of the reordering technique presented in''>! for the Gamma
code case. It aims to reorder codes such that it is possible
to random access j-th codeword x; without need of any
sampling method. First, it separates the original Gamma
code sequence into a pair of sequences of chunks U,, - - -,
Ui and B,., - - -, B1. Each stream U; (or B;) contains the -
th significant chunks of the unary part (or the binary part)
of a Gamma code. The decoding algorithm recovers at
each i-th step, ¢-th bit of each codeword at once. Since -
th bit of the unary part of a Gamma code indicates whether
the codeword terminates at that bit or not, it can identify
the number of codewords that have not been terminated
yet as well as the concatenation of such non-terminated
codewords in an incremental manner. The resulted data
structure supports random access to the original Gamma
code as well as partial sum X [j] = x;+---+x; for any
given i with a constant cost O(1) independent from the

length NV of original sequence.
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Figure 1: Overview of our approach. Top: Succinct representation, where the input pointset is directly encoded and

reordered using the Morton-difference-Gamma coding scheme, and directly addressable variable length encoded. Bottom:

Exemplar-based compression, where the input pointset is firstly split into those which belong to exemplar patterns and the

rest, and then the resulted pointsets are individually encoded, reordered, and succinctly represented. (a) Input pointset. (b)

A close-up. (c) Points belonging to the floor exemplar as well as wall exemplars. (d) Points belonging to non-exemplar

patterns.

order method has all of the following desirable properties,
(4) it supports easy converting between the 3D point lo-
cations and the curves, (5) it supports stable space order-
ing i.e. the relative order of the individual 3D locations is
maintained when the resolution is doubled or halved, (6)
it guarantees admissible curves, i.e. at every point on the
curve, at least one horizontal and one vertical neighbor of

each point have already been encountered.

It is reasonable to assume that difference-codes of
Morton code are small integers and compress well by
Gamma codes. Sucn an encoding strategy (Mor-
ton+difference+Gamma) has been already explored and
verified by!'*! in the context of constructing nearest neigh-

bor graphs.

1.2 Succinct Representation

We now address succinct representation of the Gamma
codes. A well-known difficulty in variable length coding
(e.g. Gamma code) is that it is not possible to access di-
rectly the i-th encoded element, since its position in the
encoded sequence depends on the sum of the lengths of the
previous codewords. A naive solution to random access a
variable-length encoded sequence is to regularly sample it
and store the positions of the samples in the encoded se-
quence, which introduces space and time penalty relying
on the sequence’s length. In contrast, succinct representa-
tion aims to save space cost close to information-theoretic
lower bound while allowing random access.

In particular, we adapt directly addressable variable

length codes, a succinct representation, recently devel-
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as the original encoded sequence, and also supports fast
random access as well as partial sums whose time costs

are independent from length of the sequence.

1.3 Exemplar-based Compression

We further consider exemplar-based compression of the
pointset’s representaton. Its basic idea is to exploit exem-
plar patterns of local point configuration, such as “walls”
and “trees”, which should repetitively appear in typical
natural scenes as well as in man-made environments. The
technique analyzes and detects repetitive patterns in the
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tern dictionary. The pattern dictionary is a set of exemplar
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IDs they belong, in order to eliminate the information of
examplar IDs. Second, points belonging to each exemplar

pattern are further reordered and encoded into a space fill-

ing code (denoted as local pointID), so as to allow random
access. In the above approach, overheads introduced by
exemplar patterns are composed of the dictionary as well
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1.4 Contributions

This paper proposes a succinct representation of land-
mark database. We describe two different schemes in or-
der to facilitate various applications. The first scheme aims
to succinctly represent the landmark database in a loss-
less manner employing the techniques for space coding
and succinct representation. The second scheme aims at
further compaction of the landmark database in a lossy
manner combining the above two techniques with the
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real datasets.

2. Approach

2.1 Succinct Representation

The compression problem addressed in this paper takes
as input a sequence of NV + 1 point locations to be com-
pressed po, - - -, pn, and outputs a succinct representation
S(7) of the landmark locations and a sequence of pointIDs
(denoted as global pointIDs) 7o, - - -, ¢y of the original
point locations, so that S(4) returns location of the land-
mark with global pointID 3.

As aforementioned, our approach employs the Morton-
difference-Gamma encoding scheme. In detail, the in-
put points pg, ---, py are encoded into Morton codes
(Fig.3left), and reordered in Morton order «, - -+, ay
(Fig.3middle). Then, the Morton code sequence is en-
coded by difference coding A«; = «; — ;1 into a length
Aay (Fig.3right). Then, the differ-

ence code sequence is encoded into a sequence of Gamma
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Our scheme for succinct representation is an adaptation
of the reordering technique presented in''>! for the Gamma
code case. It aims to reorder codes such that it is possible
to random access j-th codeword x; without need of any
sampling method. First, it separates the original Gamma
code sequence into a pair of sequences of chunks U,, - - -,
Ui and B,., - - -, B1. Each stream U; (or B;) contains the -
th significant chunks of the unary part (or the binary part)
of a Gamma code. The decoding algorithm recovers at
each i-th step, ¢-th bit of each codeword at once. Since -
th bit of the unary part of a Gamma code indicates whether
the codeword terminates at that bit or not, it can identify
the number of codewords that have not been terminated
yet as well as the concatenation of such non-terminated
codewords in an incremental manner. The resulted data
structure supports random access to the original Gamma
code as well as partial sum X [j] = x;+---+x; for any
given i with a constant cost O(1) independent from the

length NV of original sequence.
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sampling method. First, it separates the original Gamma
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th significant chunks of the unary part (or the binary part)
of a Gamma code. The decoding algorithm recovers at
each i-th step, ¢-th bit of each codeword at once. Since -
th bit of the unary part of a Gamma code indicates whether
the codeword terminates at that bit or not, it can identify
the number of codewords that have not been terminated
yet as well as the concatenation of such non-terminated
codewords in an incremental manner. The resulted data
structure supports random access to the original Gamma
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given i with a constant cost O(1) independent from the

length NV of original sequence.
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Figure 5: Input pointsets.

2.2 Exemplar-based Compression

The basic idea of exemplar-based compression is to re-
place a part of input pointset with compact reference to
a pattern dictionary. The pattern dictionary is a set of
exemplar patterns of local point configuration, each of
which is a parametric or non-parametric representation of
a pointset, and each point is assigned with a unique local
pointID.

The encoding procedure aims to obtain a succinct repre-
sentation of a given input pointset (Fig.1a), and proceeds

in the following steps:

1. Split points into those which belong to one of exem-
plar patterns Py, - - -, Py; (Fig.1b) or those which do
not belong to any exemplar pattern Py (Fig.1c).

2. Encode each point {p} belonging to each exem-
plar pattern P;(i € [1, M]) with local pointID j(€
[1,|P;|]) into a pairing k = (4, j).

3. Encode each point belonging to the non-exemplar
pattern Py into a pairing k£ = (0, j), where j is the
3D Morton code of the point’s location.

Points in non-exemplar patterns are directly Morton-
difference-Gamma encoded and converted to a succinct
representation, denoted as DBO.

In experiments, we will focus on typical Manhattan
world -like environments, mainly composed of planes per-
pendicular to the floor plane, and employ such plane as
an exemplar point configuration. To obtain a set of plane
exemplars, the input points are projected onto the floor
plane, a set of 2D line segments are extracted from the 2D
points by a Hough transform algorithm on the 2D pro-
jected points, and then those line segments whose score
exceeds a preset threshold C..e = 10 as well as the floor
plane are regarded as (2D projections of) exemplar planes
(Fig.2), denoted as DB1. Given such exemplar planes
Py, ---, Py, each point in the input pointset is classified
into an exemplar P;(i € [1, M]) whose distance from the
point is smaller than a preset threshold Cy;s¢ = 1.0m if

there exists such an exemplar P;, or the non-exemplar P,

otherwise. We approximate each point belonging to an ex-
emplar P;(i € [1,M]) by the perpendicular foot ¢ from
the point to the plane, and assign the 2D Morton code j of
the 2D location ¢ as the local pointID (Fig.4). Note that
2D Morton code given such a support plane approximates
the 3D location with a spatially more efficient manner than

the original 3D Morton code.

The exemplars are also encoded with the space coding
as well as the succinct representation. First, points belong-
ing to each cluster are reordered in the ascending order
of local pointID, and then difference-Gamma encoded and
converted to the succinct representation. Second, all the
succinct representations are concatenated in the ascend-
ing order of clusterID, denoted as DB2. Note that length
of the resulted sequence exactly equals size of the origi-
nal pointset. We assign global pointID k to k-th point in
the concatenated sequence. The information of clusterID
is eliminated from each point, and instead, size of each
cluster is memorized using the succinct representation, de-
noted as DB3.

The decoding procedure aims to obtain the location of a
point with a given global pointID £, time-space efficiently.
It proceeds in the following steps. First, clusterID j of the
point is binary searched using the global pointID k as well
as the information of cluster size DB3. Second, the clus-
ter’s 1st point’s global pointID k; is computed using the
partial sum operation X [j] over DB3. Third, the point’s
locallD &’ is computed using the partial sum operations
k' = X[k|] — X[k;] over DB2, decoded as 2D Morton (if
7 > 0)or 3D Morton (if 7 = 0) code, and then converted to
the 3D location using the information of exemplar planes

DB, as well as non-exemplar patterns DBO.

Obviously, the compression schemes trade time (and ac-
curacy) for space, when compared with the original un-
compressed representation. In experiments, we will inves-

tigate the tradeoffs using real datasets.
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3. Experiments

We evaluate effectiveness of the presented techniques,

in terms of compression ratio, access speed, as well as

accuracy. Nine pointsets shown in Fig.5 are employed
as benchmark dataset. Each pointset is an unorganized
pointcloud with around 60K points acquired by a 3D laser
scanner, although we never use the knowledge of sensor’s
viewpoint for the compression purpose. All experiments
are performed on 2.4GHz Intel CPU and 2GB of RAM.
The sensor resolution is assumed to be 0.1m. 21bit Mor-
ton code per point (+ an offset Morton code) suffice for
that resolution. Fig.6 reports size of the original pointset
(“SC”), size of the representations presented in 2.1 and
in 2.2 (“SC+succinct” and “SC+succinct+Exemplar™),
respectively. For fair comparison, the original pointset
is fixed length encoded (i.e. 21bits) and stored in an
array. One can see that, the variable length coding
techniques (“SC+succinct”, “SC+succinct+Exemplar™)
clearly outperform the naive fixed length coding scheme.
10KB-20KB

when compared with “SC+succinct”. Fig.7 shows average

“SC+succinct+Exemplar” saves around
time cost for random access per point. One can see that
“SC” beats the other two, and “SC+succinct+Exemplar”
is slightly better than that of “SC+succinct”. Fig.8 reports
approximation error of the *“SC+succinct+Exemplar”.
One can see that around half of points have non-negligible
approximation error. This is due to that the exemplar-
based compression scheme approximates 3D points
The

examinations of compression ratio, access speed, as well

with their 2D projection onto exemplar planes.

as accuray for two other resolutions, 0.2m and 0.05m,
are also conducted and similar tendency is observed, as

reported in Fig.9.

4. Conclusions

The primary contribution of the paper is proposal of
succinct representation for landmark database. Our ap-
proach combines and extends three independent compres-
sion techniques: space coding, succinct representation,
and Exemplar-based compression. The succinct represen-
tation reorders the sequence in a lossless manner so as to
allow random access, which is an essential requirement for
landmark database. The exemplar-based compression fur-
ther compresses the landmark database while preserving
the random accessibility. Experiments using real dataset
have shown effectiveness of the presented techniques in
terms of compactness, access speed, and accuracy.

The tradeoff between accuracy and space of our ap-
proach depends on how well the exemplar patterns fit input

points. From the viewpoint of accuracy, better fitting be-



tween points and exemplars naturally leads to lower ap-
proximation error. From the viewpoint of space, better
compression ratio is expected when larger portion of the
input pointset is compactly explained out by the exemplar
patterns. To improve the exemplar-based compression per-
formance is a main direction of our future research.

In this paper, we employed a simple, plane-type ex-
emplar, which is represented by a 2D straight line seg-
ment on the floor plane. However, our approach is not
restricted to 2D straight line segments, but also applicable
to arbitrary shape 2D curved segments, and even general
2D point sequences. Furthermore, a main limitation of
segment-based representations is that they essentially re-
quire O(N) space for size N input pointset. In our previ-
ous studies, we have presented several schemes for com-
pactly representing sparse feature maps while preserv-
ing random accessibility, including repetitiveness-based
compression,!'%! grammar-based compression,!'”! incre-
mental compression,!'8 as well as compression using ge-
ometric priors.'””! In such “map compression” frame-
works, the coding scheme presented in this paper would

serve as an essential building block.
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Figure 9: Other resolutions.
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